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Abstract 
This paper deals with the processing method of 
electromagnetic (EM) near-field (NF) radiated by 
microwave circuits with transient pulse signals. Two 
different NF processing methods are proposed by applying 
the time-frequency approach. First, a computation method 
of NF/NF transform is presented. This enables to calculate 
the EM NF maps at different distances from the radiating 
circuit. The feasibility of NF/NF in both frequency- and 
time-domain is verified with experimental results. Then, NF 
processing based on NF emission model implemented in 
UWB frequency band is also examined in the second part of 
the paper. For that, the number of EM NF maps 
representing the large band model is reduced in order to 
simplify the model based on a set of dipole-array. The time-
domain model is implemented by considering the 
convolution of the transient excitation signals and the UWB 
dipole-array model. This time-frequency model was 
validated with a planar microstrip device excited by 
microwave signal modulating 1.25-GHz-carrier and 0.5-
GHz-bandwidth. The methods explored in this paper are 
particularly useful for the investigation of time-domain 
emissions for EMC applications by considering transient 
EM interferences (EMIs). 
 
Keywords: Near-field (NF) processing, time-frequency 
method, time-domain, electromagnetic compatibility 
(EMC), plane wave spectrum (PWS), wide band emission 
model. 
 

1. Introduction 
With the emergence of the hybrid technology integrated 
with multifunction, the issues related to the electromagnetic 
interference (EMI) [1-9] and electromagnetic compatibility 
(EMC) [10-14] become a primary importance during the 
manufacturing of the electrical and electronic circuits. The 
incessant technological development is currently known 
with systems integrating more and more different hybrid 

functions in a confine space. As a matter of fact, the EMI 
and EMC can be an important malfunctioning source of 
various types of electronic printed circuit boards [4-8]. So, 
the EMC characterization according to the standard 
requirements needs to be taken into account during the 
design process of electronic circuits [10-14]. Nowadays, 
one of the most attractive breakthroughs concerns the near-
field (NF) couplings [15-23]. In addition, the determination 
of EM NF map is one of efficient ways in order to assure 
the reliability and safety of new electronic products [24-25]. 
So, measurement techniques and modelling methods of NF 
emitted by electronic systems were developed [26-27]. To 
study the influence of these unintentional NF emissions, 
susceptibility and immunity analyses were also realized [18-
23].  
Nevertheless, most of EMC NF characterizations are carried 
out in frequency-domain [7][9][29-33]. However, as the 
operating data speed achieves currently several Gbits/s with 
millions of transistors switch simultaneously, the 
frequency-domain radiating EMC characterization seems to 
be insufficient. This is why the time-domain EMC analyses 
and modelling are required. Till now, in our knowledge, 
few studies have been done on EM radiated emissions 
modelling in the time-domain [35-45].  
This explains why we are motivated to conduct the time-
frequency method for the treatment of the EM NF emission. 
Two different processing methods are presented in this 
paper: (i) The NF/NF transform in the time-domain by 
using the plane wave spectrum (PWS) theory and (ii) a 
modelling of the NF radiation with dipole-array in the time-
domain. The main part of this paper is about the NF/NF 
transform investigated which was firstly proposed in the 
frequency-domain [45]. Then, the continuation works in the 
time-domain is introduced in this paper [47]. The 
considered theory on the transient radiation of dipoles is 
presented in [49-62]. The principle of this method is mainly 
based on the plane wave spectrum (PWS) transform 
associated with the fast Fourier transform as introduced in 
[63-77]. We realize here a space-time computation method 
enabling to map the EM NF in a plane situated at certain 
distance of the given 2D NF data in time-domain as 
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proposed in [63-67]. The calculation is based on the plane 
wave spectrum (PWS) theory combined with the FFT [68].  
This paper is mainly divided in four main sections. Section 
2 is focused on the application of the routine algorithm 
traducing the time-frequency NF/NF method under study 
[46-47]. Section 3 presents validation results illustrating the 
relevance of the NF processing. Section 4 is focused on the 
transposition of the EM NF emission modelling explored in 
[29-33] into time-domain. The originality of this section 
compared to the work done in [69] is stated. Finally, 
Section 5 is the conclusion of the paper. 

 

2. Presentation of the NF / NF transform in time 
domain 

The NF extraction method proposed in this paper is based on 
the PWS theory [71-76] combined with the plane wave 
propagation properties and FFT. The methodology of the 
computation method is detailed in this section. The 
theoretical approach is illustrated in the first subsection. 
Then, the calculation routine representing the method 
mechanisms will be offered.  Finally, validation results are 
presented.  

2.1. Theoretical principle of the NF/NF extraction 
method [47] 

In this section, the theoretical principle of the time-
frequency NF extraction method is introduced.  The PWS 
theory is known as the formulation allowing to decompose 
any field as a sum of plane waves propagating in all 
directions. It is widely used for predicting the radiation for 
EMC application.  By definition, any electric or magnetic 
(E- or H-) fields in the rectangular coordinate system (Oxyz), 
the EM field vectors ),,( 0zyxE  and ),,( 0zyxH  can be 
decomposed as a sum of PWS 2D spectral components, 
which are respectively given mathematically by the 
following formulae [71-76]: 
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As we can see, the PWS transform is similar to the 2D 
Fourier transform. It can be implemented with the 2D fast 
Fourier transform (FFT2) or the inverse 2D fast Fourier 
transform (IFFT2) defined preliminarily in Matlab. So that, 
the inverse PWS (IPWS) transform is given by:  
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In the considered coordinate system Oxyz, the wave vector 
can be decomposed with the unit vector ( )zyx uuu ,,  as: 
 

xzyyxx ufkufkufkfk )()()()( ++= ,  (3) 
 
In the frequency-domain, the wave vector module which is 
also called the wave number can be written as: 
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with fcf /)( =λ , the propagating wavelength at the 
frequency f , where c is the light speed in the certain 
medium. The PWS operation consists in the decomposition 
of the planar EM-field in its 2-D spectrum similar to FFT 
known with the Matlab instruction fft2. Thus, the properties 
of the plane wave propagation can be applied to the 2D EM 
field after the PWS transform. This proposed extraction 
technique is based on the combination of the plane wave 
property with the PWS transform. Let us denote that 

),,( dzyxE  and ),,( dzyxH  the E- and H-field in the plane 
placed at the height dzz = above the radiation source plane. 
Therefore, their PWS can be finally written as: 
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and the EM field can be carried out by using the inverse 
PWS transform: 
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It is important to note that the PWS theory is fundamentally 
implemented in the frequency-domain. Meanwhile, for 
starting the processing, the EM field data recorded in the 
time-domain must be transported into the frequency-domain. 
To do this, we use the classical time-frequency operation 
with FFT. Then, after the application of the NF/NF PWS 
transform, we apply the IFFT in order to achieve the time-
domain field at the different heights. Figure 1 explains the 
successive steps to carry out the NF/NF transform under 
study. 
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Figure 1: Different steps for extracting the EM field at different heights [47]. 
 

   

2.2. Flow method of the time-frequency NF/NF 
processing [47] 

START

The time-dependent EM field data given 
at z=z0 above the DUT

E,H(x,y,z0,t)

Determination of the time interval
tmin, tmax and t

Calculation of the frequency range
fmin, fmax and f

Extraction of the frequency EM 
field at z=z0 by FFT

E,H(x,y,z0,f)

Extraction of the geometrical 
parameters

Lx, Ly, z0, x and y

Calculation of wave vector
kx, ky and kz 

Calculation of PWS transform
Pe,Ph(kx,ky,f)z=z0

Calculation of PWS at z=zd
Pe,Ph(kx,ky,f)z=zd=Pe,Ph(kx,ky,f)z=z0exp[-jkz(zd-z0)]

Extraction of the time-domain field maps 
at z=zd by IPWS and IFFT

E,H(x,y,zd,t)=IFFT{IPWS[Pe,Ph(kx,ky,f)z=zd]}

END
 

Figure 2: Routine process of the NF/NF transform in the 
time-domain [47]. 
 
The theoretical approach is clearly introduced in the 
previous section. In order to implement the investigated 
computational method, the working flow chart summarizes 
the proposed method with several steps, shown by Figure 2. 
For further analysis, a Matlab program was realized with the 
algorithm in Figure 2 in order to validate our proposed 
extraction method. 
 

3. Validation results 
This section is depicted on the application of the routine 
process established previously. First, we analyse the results 
obtained in the frequency-domain from concrete devices 
based on the flow design shown in Figure 1. Then, we will 
examine the results with the algorithm illustrated by the flow 
chart shown in Figure 2. 

3.1. Analysis of the validation results in the frequency 
domain [46] 

This subsection is divided in three different paragraphs.  

v The first one investigates the radiation of the set of EM 
dipoles placed randomly in the plane z = 0.  

v The second paragraph presents the feasibility of the 
method by deeming with a microstrip structure designed and 
simulated with HFSS 3D software from AnsoftTM.  

v The last paragraph focus is on the results from 
measurements carried out at the IRSEEM laboratory. 
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Then, by using Matlab programs, we will demonstrate that 
the maps of the electric field in the planes positioned at 
different heights above the radiating structures can be 
expressed easily from the data recorded at a reference 
height, for example, placed at z0 = 2 mm. 

3.1.1. Validation with analytical application  

To verify the relevance of the method proposed through 
analytical calculations proposed in Figure 1, we propose 
first, to study the radiation of a set of six elementary dipoles 
placed at different points D1…6 in the horizontal plane as 
configured in Figure 3.  

0

6-6
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y [m m ]

0
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D1 D2 D3

x 
[m

m
]

 

Figure 3: Configuration of the magnetic dipoles used for 
verification.   
 
Each of ideal elementary magnetic dipoles are constituted by 
a circular metallic loop with 0.2 mm diameter and excited by 
a harmonic current with the magnitude of I = 1A and the 
frequency of f = 3 GHz. By using the expressions of the E-
field radiated by this set of dipoles, the E-field maps in the 
horizontal plane placed at z = {2 mm, 4 mm} were 
calculated analytically. 
 
Then, by considering the maps of Ex,y(z=2mm) shown in 
Figure 4, we extracted those ones in the planes placed at the 
arbitrarily chosen height z = 4 mm. The comparison results 
are displayed in Figures 5. One can see that very good 
agreement between the results from the direct analytical 
calculations and those from the PWS method is realized. 
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Figure 4: Maps of the E-field at z = 2 mm. 
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Figure 5: Comparisons of the E-field maps computed directly from the analytical defintion and from the PWS method 

proposed at z = 4 mm. 



 
 

28 

 

3.1.2. Validation with microstrip device NF radiation full-
wave simulations 

In this paragraph, we apply the PWS NF/NF method with 
structure simulated with the 3D EM simulation commercial 
software HFSS. More concrete validation of the NF/NF 
transform was also realized by considering the microstrip 
structure presented in Figure 6. After HFSS simulations set 
with operating frequency f = 2 GHz, we mapped the E-field in 
the planes placed at { z = 2 mm, z = 5 mm, z = 7 mm} above 
the structure. Then, by considering the result recorded at z0 = 
2mm (see Figure 7), we have extracted the E-fields at {z = 5 
mm, z = 7 mm}. So, one gets the results shown in Figures 8 
and Figures 9. Once again, the maps from the PWS method 
established are in good correlation with the results simulated 
with HFSS. 

 

 
Figure 6: 3-D design of the planar microstrip structure 
simulated with HFSS. 
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Figure 7: Maps of E-field at z = 2 mm. 
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(b) 

Figure 8: Comparisons of the E-field maps computed directly from the analytical defintion and from the PWS method proposed at 
(a) z = 5 mm and (b) z = 7 mm. 
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Figure 9: Comparisons of the E-field profiles computed directly from the analytical defintion and from the PWS method proposed 

at z = 5 mm and z = 7 mm. 
 

 

3.1.3. Validation with experimental results 

The PWS NF/NF method proposed was also verified with 
measured E-field data radiated by the Wilkinson power 
divider with the top view presented in Figure 10.  

 
Figure 10: Photograph of the device under test: planar 
Wilkinson power divider. 

This device was printed on the FR4-epoxy substrate having 
relativity permittivity 4.4, thickness 1.6 mm and etched Cu-
metal thickness 35 µm. It operates at 1 GHz. The measured E-
field component amplitudes which were scanned in the 
horizontal plane placed at z = 2 mm are depicted in Figure 11. 
We point out that the measurement plane considered is with 
dimensions Lx = 40 mm and Ly = 62 mm and the 2D planar 
space resolutions Δx = 1 mm and Δy = 2 mm.  
Similar to the previous cases, by considering the E-field maps 
scanned at the height z = 2 mm above the metallic plane of the 
structure, we deduced the E-field maps in the plane placed at 
the height z = 5 mm with the PWS method under study. 
Therefore, we realize the maps displayed in Figure 12.  
As we can see, once again, very good correlations between the 
behaviours of the E-field components are observed. In 
addition, the results from the PWS method are visibly cleaner 
than those from the measurements. It is interesting to note that 
compared to the exiting commercial  tools, we gian here in 
terms of simplicity and also the computation time durations. 
The method is particularly helpful for the reduction of the 
measurement complexity. 
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Figure 11: E-field map scanned at z = 2 above the structure. 
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Figure 12: Comparison between the measured E-field maps scanned at z = 5 mm and those calculated from the PWS method 

proposed. 
 

 

3.2. Time-domain results 

In this subsection, we considered the EM NF field emitted by 
an arbitrary shape microstrip device. We point out that the 
computed data are obtained from the simulations performed 
with the standard commercial 3D simulation solver CST 
Microwave Studio and the Matlab program. 

3.2.1. Description of the device under test 

First, the microstrip circular resonator displayed in Figure 13 
is designed as device under test (DUT) in order to verify the 
feasibility of the method under study. The resonator is based 
on an Alumina substrate with relative permittivity 10=rε .  
 
 

 
Figure 13: Overview of the microstrip circular resonator. 
 
This circular resonator is fed by the via port with the transient 
current presented in Figure 14. This excitation i(t) is assumed 
as a Gaussian signal modulated 1.25 GHz sine carrier. 
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Figure 14: Transient plot of the considered excitation current 
i(t) and the frequency spectrum I(f). 
 
To validate the method proposed in this article, comparisons 
of different results were made between the CST Microwave 
simulations and the computation method proposed. 

3.2.2. Validation by full wave simulations with CST 

The comparisons of different EM field components are 
illustrated by the cartographies mapped in Figures 15, 16, 
17, 18, 19 and 20. Furthermore, the profiles of the each EM 
field components are also plotted in Figures 21 and 22. 
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Figure 15: Comparison of Ex at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
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Figure 16: Comparison of Ey at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
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Figure 17: Comparison of Ez at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
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Figure 18: Comparison of Hx at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
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Figure 19: Comparison of Hy at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
 
As a matter of fact, one can see the quite good agreement 
can be found between the cartographies of the different 
time-domain electric or magnetic field components achieved 
by the CST simulation and our proposed PWS method. 
However, some difference can be figured out, mainly caused 
by the numerical errors during the calculating process and 
also the imperfection of the considered full wave 
simulations. As further study, profile comparisons along a 
line in the plane are displayed by figures 21 and 22.  
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Figure 20: Comparison of Hz at z = 4.05 mm obtained by 
CST simulation and the proposed computation method. 
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Figure 21: Comparisons of the electric field components 
profiles obtained from the proposed PWS computation 
method and the CST simulation, detected in the vertical cut-
plan x = 15.3mm. 
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Figure 22: Comparisons of the magnetic field components 
profiles obtained from the proposed PWS computation 
method and the CST simulation, detected in the vertical cut-
plan x = 15.3mm. 

Once again, quite good correlations between the results from 
the method proposed and CST simulations are found. 
Compared to the computation tools and the methods 
indicated in [77-86], it is noteworthy that the computation 
methods established in this paper, we have benefits in terms 
of the simplicity and the execution time of the algorithm. 
Furthermore, the method presented here does not depend on 
the complexity of the structure under consideration. 
 

4. Transient NF modelling for microwave circuit 
radiating emissions 

This section is devoted to the development of a time-domain 
modelling method of electromagnetic (EM) near-field (NF) 
radiated by electronic devices excited by transient pulse 
signals as introduced in [69]. This time-dependent model is 
based on the ultra wide band (UWB) frequency model of 
EM NF maps using a set of elementary dipoles. The number 
of EM NF maps can be reduced by an innovative algorithm 
in order to establish simply the dipole model. Then, the 
transient model can be realized by considering the 
convolution between the transient excitation signals and the 
dipole-array model. The method proposed was validated by 
a standard 3D EM tool with a planar microstrip device 

excited by microwave signal modulating 1.25 GHz carrier 
with 0.5 GHz bandwidth. As expected, good correlation is 
found between results from simulation and the investigated 
modelling method.     

4.1. Broadband radiating model of EM NF emitted by 
microwave devices 

The time dependent model presented in this paper is 
determined from the given EM NF data combined with the 
time-frequency computational technique introduced in [74]. 
Before the exploration of the time-domain modelling 
method, let us first, review the process of establishment of 
the dipole model in frequency-domain with the EM field 
data as reported in [69]. 

4.1.1. Review on the EM NF modelling method by using a 
set of elementary dipole [69] 

First of all, let us consider the EM field data is in XY plane 
with nx×ny points at the height z0 above the radiating source. 
The model is based on a set of electric or magnetic dipoles 
placed on an XY plane considered as the upper surface of 
the under-test radiating device. This single-frequency 
monochromatic NF model is determined by [34]: 
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where [αr,s] is a matrix whose elements depend on the 
frequency and the centres and lengths of the dipole. The 
unknown variables of the model are the orientations θe and 
the currents Ie for electronic dipoles and the orientations θm 
and the currents Im for magnetic dipoles. To determine the 
unknown parameters of the model, the cartographies of the 
NF horizontal components Ex, Ey, Hx and Hy at a certain 
height above the radiating device are required.  
The first step for generating the model is to find out the 
orientations for each electric or magnetic dipole by using the 
inverse matrixes expression below: 
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The orientations of each dipole are given by: 
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Then, the currents exciting each dipole can be extracted 
from the following formula: 
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 After all, the dipole model can be built finally by 
considering the matrix [αr,s]. It is interesting to note that only 
the horizontal NF components are sufficient for creating the 
model in 3D because the vertical components can be 
generated automatically by the set of dipoles. 

4.1.2. Reduction of the field map data number for the 
model reduction 

As expected, more given field maps can improve the model 
accurate, but also slow down the calculation process. For 
this reason, by considering the relative error between the 
nearby maps, one can reduce the number of given field maps 
in order to accelerate the modelling process. 
We suppose that there are nf maps given in the band 
frequency delimited from fmin = f1 to fmax = fnf. Accordingly, 
the frequency step is Δf = (fmax - fmin)/nf. Then, the relative 
error between the nearby field maps nk1 and nk2 is 
determined by the following expression. 
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We can reduce the number of field maps from nf to rnf by 
assuming the nearby field maps as identical which present 
the relative error smaller than 5%. Therefore, a reduced 
model can be realized. With the inverse process, we can 
generate the total frequency data from f1 to fnf as given 
initially. By considering the convolution with the transient 
excitation signal, this frequency-dependent model can be 
extended to the time-domain. 
 
4.1.3. Methodology of the proposed time-domain 
modelling method  
Let us denote i(t) the transient excitation signal discretized 
from the starting time tmin to the stop time tmax with time step 
equal to ∆t. In this case, the number n of time-domain 
sample data is equal to: 
 

[ ]tttn Δ−= /)(int minmax ,  (14) 
 
Accordingly, the equivalent frequency-dependent spectrum 
of i(t) can be determined via the fast Fourier transform (fft) 
which allows to provide the complex current harmonic I(f) = 
fft[i(t)] in function of the sampled frequency [68]. The 
frequency-dependent of the discrete signal spectrum 

complex coefficients is denoted )( fkIck Δ⋅=  at each 
frequency fkfk Δ⋅=  for k = {1…n} having step-frequency 
given by: 
 

minmax

1
tt

f
−

=Δ ,   (15) 

 
By convoluting the current harmonic I(f) and the model built 
in previous section, and with the inverse Fourier transform 
(ifft), one can carry out the dipole field model in time-
domain. The work flow of the modelling method proposed is 
summarized mainly in five steps illustrated by Figure 23. 

 
Start 

Obtaining
Geometric data: x, y, z

Field maps data: Ex,y(f), Hx,y(f)

Reduction of the number of 
field maps required
Ex,y(nf) to Ex,y(rnf)
Hx,y(nf) to Hx,y(rnf)

Determination of 
the EM dipole model 
from the field maps

E,Hm(rnf)

Convoluting the dipole model E,Hm(nf) 
with the excitation signal I(t)

 Excitation 
signal I(t)

by
synchronizing 
tmin, tmax, t

with 
fmin, fmax, f

Determination of time-domain field
Ex,y,z(t) and Hx,y,z(t)

End 
 

Figure 23: Work flow summarizing the time-frequency 
modelling method proposed. 
 

4.2. Validation results 

To demonstrate the effectiveness of the method proposed, a 
planar microstrip device shown in Figure 24 was designed 
and simulated by HFSS in the frequency-domain and by 
CST Microwave Studio in the time-domain. The structure 
under consideration is the butterfly planar microstrip filter 
presented in Figure 24. It is printed on the FR4-substrate. 
The frequency-dependent field maps were sample with 51 
frequency points from 1GHz to 1.5GHz with the help of 
HFSS.  
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Figure 24: Device under study: planar microstrip filter. 
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Figure 25: Comparisons of E-field (a) and H-field (b) 
components obtained by the dipoles model and HFSS in the 
frequency-domain. 
 
With the reduction process introduced in paragraph 4.1.2, 
the number of field maps was reduced to nrf = 13 instead of 
nf = 51 frequency samples. Obviously, this allows 
accelerating the computation process. As described in the 
routine process, the dipoles model is extracted from the 
frequency-dependent field maps, so the first validation is 
carried out in the frequency-domain. To verify the accuracy 
of dipole-array model, we compare the E- and H-field 
obtained by the proposed modelling method and HFSS 
simulation in the frequency-domain. The comparison results 
are shown in Figure 25. A slight similar correlation can be 
observed in this figure. However, undeniable relative 
difference can be noticed. To quantify the level of this 
numerical difference between these two field maps, errors 
analysis technique as reported in [87] was considered. 
According to this method, we assess relative errors 
presented in Table 1. 
 

 Ex Ey Ez Hx Hy Hz 
Error 

% 0.27 1.28 1.99 0.92 1.54 4.33 

Table 1: Relative errors of E- and H-field maps obtained in 
the frequency-domain. 
 
As expected, very low relative errors can be found for the 
horizontal field components. Otherwise, we have higher 
error level for the vertical field components which still 
remain as a problem for NF characterization. To improve 
these vertical components, one can apply the NF extraction 
method proposed by authors in [63-66].  Furthermore, by 
considering the transient excitation which is a Gaussian 
signal modulated 1.25-GHz-sine carrier plotted in Figure 26, 
we compare the EM NF maps obtained by the proposed 
method and CST simulations in the time-domain. 
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Figure 26: Transient current excitation signal (in top) and 
the corresponding spectrum (in bottom). 
 

Figures 27 displays the comparison results obtained with 
those from CST MWS and from the dipole-array model at 
the arbitrary instant time t = 7.611 ns scanned at z = 6 mm 
above the DUT.  
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Figure 27:  Comparison of the E-field (a) and H-field (b) 
components obtained from the investigated modeling 
method and CST MWS in the time-domain. 

As shown in Figures 27, good agreement between the 
simulations and the time-frequency modelling method 
proposed was found. We emphasize than the relative errors 
can be neglected when the NF field intensity is very low. In 
the same way as the previous case, we obtain the relative 
errors between the time-domain field maps, shown in Table 
2. 
 
 

 Ex Ey Ez Hx Hy Hz 
Error 

% 0.23 0.97 3.92 1.12 1.69 4.48 

Table 2: Relative errors of E- and H-field maps obtained in 
the time-domain. 
 

Once again, one gets more significant errors for the vertical 
field components. Otherwise, the accuracy of the dipoles 
model is strongly dependent on the spatial resolution of the 
field maps required. Accordingly, there is tradeoff for higher 
modelling accuracy which requests higher spatial resolution 
and consequently huge physical computation memory. We 
point out that a PC having 3.5 Gbytes RAM memory was 
employed to perform the calculations. Then, we also reduce 
the space resolution as 16×21 points in the 2D plane with a 
surface of 60 × 80 mm². 

 

5. Conclusions 
Two different computation methods of the time-frequency 
EM NF processing are successfully presented in this paper. 
The first method proposed is a NF/NF transform based on 
the PWS method. This method is dedicated to deduce the 
EM NF maps from the given EM NF maps which can be 
obtained by simulations or modelling or measurements. The 
theoretical approach of this NF/NF transform is illustrated 
by the processing algorithm. Then, the validation results 
were performed by considering different ways (analytical, 
numerical and measurement) in both the frequency- and the 
time-domain. As results, good correlations were achieved 
between the different results obtained. Then, errors analysis 
is also made and allowing to state that the global relative 
errors of the whole field maps obtained are lower than 5%. 

The second part of this paper is focused on the time-
frequency EM NF emission modelling. The proposed NF 
modelling uses a dipoles array as the equivalent radiating 
source [29-33]. By combining time- and frequency-domain 
approaches, an effective way for modelling the time-domain 
NF radiation is established. The feasibility of the method 
was once again validated with full wave numerical 
simulations. As expected, relatively good agreements 
between the behaviours of field maps were observed with 
the low relative errors. With this method, one can predict the 
time-domain radiation of microwave devices excited by any 
rapid transient signals.  

In summary, the approaches introduced in this paper can be 
particularly useful for the time-domain EM NF prediction 
and characterization for EMC applications. As the 
perspective of future works, we envisage to apply these 
methods for the treatment of EM NF radiations, in order to 
solve the typical EMI/EMC issues happening in the 
complex/hybrid systems. 
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